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1. ABSTRACT

The aim of the traditional meaning of Acoustic Ecology is to “bring together the scientific, sociological and aesthetic aspects of the sonic environment” [1], and inspire the attention to not only the natural sounds, but also the industrialized environment and human-effect sounding world. With the technological advancement in feature extraction, data retrieval, metadata elaboration, and ubiquitous computing, the methodology of Acoustic Ecology could be extended to biodata detection, analysis, manipulation, and sonification. Therefore, it is proposed that Acoustic Ecology should be revitalized and re-defined according to contemporary knowledge in music technology after re-thinking the history of technology-based music. I propose that Acoustic Ecology shall not only include the acoustic properties of the soundscape, but also including biodata sonification. Through measuring electrical conductivity, galvanic conductance, electromagnetic signals, or expressing biological structure of organisms in tailor-made electronic musical instruments, the signals convey the energy through algorithmic computation into sounds. Biodata sonification echoes with the fundamental and traditional purpose of creating collective commemoration from the public, manifesting the sense of identities, consequently evoking environmental consideration, and allowing audiences to as yet experience the “unheard sounds” from the data.

The paper shall demonstrate an example of ecological genomics through bioinformatics to potentially express the interaction of genetic mechanisms and ecological environment, to navigate the responses of organisms; and to how human beings adopt electronic musical instruments as a medium of expression of the biological and genetic aspects, which contributes to ecological genomics [2], works from Christina Kubisch1 and Garth Paine [3].

2. CONTEXT/BACKGROUND

2.1. Definition

In the traditional convention of Acoustic Ecology, data analysis usually takes place in the acoustic environmental sounds to assess the health of the biosphere. The sounds of today might become an “acoustic heritage” [4] of tomorrow since ecological health changes from time to time; and the physical properties changes in a landscape leading to the change of the acoustic and non-acoustic features of environment. Biodata sonification adopts data extraction and analysis from the environment or organisms and potentially gives useful environmental, ecological, or biological metadata for further exploration in acoustic ecology. Several examples demonstrate this aspects, such as “When Violins Were Trees: Resistance, Memory, and Performance in the Preparatory Experiments for Landscape Quartet, a Contemporary Environmental Sound Art Project” by Bennett Hogg [5], “SLowlife: Sonification of Plant Study Data” by John Gibson [6], “The Acoustic Ecology of an Amazonian Bird Assemblage: The Role of Allometry, Competition and Environmental Filtering in the Acoustic Structure” [7], “Sound Art: Sound as a Medium of Art” [8].

2.2. Anthropocentric and Non-anthropocentric View

The methodology of biodata sonification would be investigated from a non-anthropocentric view, which is different from the anthropocentric approach in the traditional meanings of acoustic ecology. The traditional purpose of acoustic ecology usually aims to realize the effects of human activities (technophony or anthropophony) on ecological environment in both geophony and bio-phonies, and “prioritizes community engagement, exploration, and experience of the sounding world, driven by a desire to build stewardship and agency for change management in the community”[9]. Hence, human beings could potentially find solutions for the problems, respond to the situation as a community, or at least realize the changes we posited in our environment, which is often more anthropocentric and human-centered because the thought processes are from/for human beings. The evolutionary non-anthropocentric approach proposed in the paper not only gives a more precise and thorough data analysis by expanding the methodology, but also allowing us to re-imagine our acoustic environment from data perspectives. Apart from focusing on the acoustic properties of landscapes, consciousness of hearing the conventionally “unheard” sounds could be inspired and learnt by instinct and observation, which echoes with the traditional purpose of acoustic ecology.
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1https://www.sfomoma.org/read/christina-kubisch/
2.3. Human Interactive Body-based Technologies and Somaesthetics

To elaborate the concept of biophilia, the electronic music instruments shall adopt human interactive body-based technologies by navigating and exploring the intrinsic features of our embodied ways of engaging the environment and transforming it through bodily motions and movements. The concept of somaesthetics is suggested in the navigation of biodata sonification and it could “ provisionally defined as the critical, meliorative study of the experience and use of ones body as a locus of sensory-aesthetic appreciation (aesthesis) and creative self-fashioning.”[10]. The instrument shall provide experiential skills for users to experience pleasurable experience through the navigation.

2.4. Instrumental Sonification

The term *Instrumental Sonification* is created to explain the medium of performance of sonification in acoustic ecology. The expression of “instruments” denoted shall not only limited to physical forms, but also algorithmic computation in a non-physical presentation, that was widely elaborated in the virtual, flexible, and/or fluid climate during/post pandemic. The paper demonstrates electronic musical instrument in physical form through COVID-19 Genomic Navigator and would consider expanding the scope to non-physical presentation in the future.

The electronic music instruments are used as a medium to navigate the biodata and the process of navigation is defined as biodata sonification, which shall extend human perception with acoustic ecology. Biodata creates a system that expresses the non-anthropocentric views, and human beings navigate the system to understand the views with categorized gestures/motions. Therefore, the electronic music instruments could serve as a platform initiating dialogues between biophony and anthropophony, reflecting biophilia and offering chances for the biophilic interaction. Both anthropocentric and non-anthropocentric views shall be coined to fully present complete representation of acoustic ecology.

3. CURRENT STATUS OF THE RESEARCH

The project makes a demo model, **COVID-19 Genomic Navigator**, a motion sensing glove that sonifies the protein genomic data of COVID-19, which was extracted from The National Center for Biotechnology Information (NCBI)\(^2\) and Protein Data Bank (PDB)\(^3\). The PDB files show the structure of the proteins at the atomic and amino acid scale, which contributes to the multi-dimensional parameter mapping of the synthesized sounds. Three sets of data were selected in the project, including 7B3C, 7D4F, and 7KRP, which are all RNA-dependent RNA polymerase (RdRp) related. It was formatted into prn or csv files and was read in Max\(^4\) patches, which sends OSC message to Kyma (Symbolic Sound)\(^5\), which performs audio signal processing in multiple synthesizers through parameter mapping. The three protein data sets distribute evenly in space while the motion sensing glove navigates and sonifies the data in both physical space and time synchronously. As shown in Figure 1, the motion sensing glove captures the data of hand gestures and movement, then sends from the Arduino to Max patch through OSC messages, which controls the graphical user interface (GUI) in Max that manages the parameters of the synthesizers in Kyma through OSC messages. The project also incorporate machine learning, which interprets the data from the glove, specifically.

Gesture recognition and *dynamic time warping (DTW)* from Wekinator of the motion sensing glove are used to perform machine learning and to catalyze the sonification of the interaction between the different protein data. The motion sensor data is sent from Max to Wekinator for data analysis (see figure 1). The output result of gesture recognition from Wekinator sends back to Max and trigger programming events to manifest the musical characteristics of the proteins through the control parameters of the synthesizers in Max. Both the protein genomic data and gestural data are reformatted and programmed to run into several synthesizers for data analysis and sonification. The data of five categorized gesture gestures are labelled, recorded, analyzed, and trained in the machine learning model before the performance. When running in real-time, some gestures will not be categorized by the machine learning system. Non-categorized gestures would be used in musical expression alongside with the five categorized gestures to build the growth and development of the piece.

Through informative data retrieval of the raw data from our environment, real-time sonification techniques can be used to re-imagine the sounds that might be endangered to engender new elements to the natural environment. Learning the environmental sounds through machine learning and conducting data analysis helps us understand the fundamental and microscopic characteristics of ecology, which could be used to determine the functionality of modeling tools, that would adapt from the environment and create music as a response.

4. BROADER IMPACT OF THIS RESEARCH

The project aims to build an organic and self-sustained interaction of the model by having the music output learnt and fed back to the machine learning model mechanism ultimately. The electronic musical instrument would control the timing for the feedback, the machine learning threshold and network; and the time index of
the data sonification. By using electronic musical instruments, “human beings innate affinity for the natural world could be explored.” [11] The biodata sonification from the electronic musical instruments aims to engage deep listening [12] from the audiences and maximize their consciousness in sensing the properties of biodata by instinct. Hence, it could educate the public and enhance environmental awareness. The demonstration is an in-progress work, and it shall be further developed in the precision and complexity of knowledge expression through biodata sonification to achieve the theoretical approach in the theory section. In the future, the adaptation of electronic musical instrument to acoustic ecology shall be elaborated through enhancing the functionality of modeling tool in data classification.

5. EXPECTED OUTCOME FROM THE DEMONSTRATION

COVID-19 Genomic Navigator is an electronic musical instrument that adopts a motion sensing glove to perform the sonification of COVID-19 protein genomic data. It uses categorized and non-categorized gestures to demonstrate the story of COVID-19. The categorized gestures are used in gesture recognition while the non-categorized gestures are used for musical expression and structural development of the project.

7B3C⁸ shows the structure of elongating SARS-CoV-2 RdRp with Remdesivir [13] while 7D4F⁷ shows the structure of COVID-19 RdRp bound to suramin [14]. Both Remdesivir [15] and suramin [16] are drugs that inhibit enzymatic activity of the protein and the replication and transcription of the RNA; whereas 7KRP⁶ is the structure that shows the backtracking and transcription of RNA in coronavirus. The contrasting role of the protagonist and antagonist is expected to demonstrate through the project because the differences in functions of the proteins builds up climactic contrast.

The sonification process of the protagonist and antagonist proteins are used to portray the story of the struggle and reflects the contemporary life of everyone. The contrast of the role would build up musical growth and development and trigger musical events through gesture recognition in machine learning model.

In the demonstration, these three protein genomic data sets are the data source, and a research purpose is reached based on the functions of the proteins. The system built in the project allows different protein genomic data (in PDB format) to be loaded in the system as a data input, so as to generate the corresponding music based on the unique data structure. Therefore, users could choose any genomic data of their own preferences and compare them in the sonification system.

PDB file shows the structural significance of the RdRp at the atomic and amino acid levels, which contributes to the multi-dimensional parameter mapping of the synthesizing sounds. Three protein data distribute evenly in space while the motion sensing glove navigate and sonify the data in the synchronization of physical space and time dimensions.

The 3D structure of the atoms is mapped with the spherical binaural panner to recreate the 3D images of sounds, while the atoms were concatenated and sonified one by one along the time Index. Therefore, audiences could navigate the position of the atoms in three-dimensional space as if the proteins are painted sonically.

Through biodata sonification, it expresses the genetic mechanisms through data storage, analysis, and manipulation in bioinformatics; and its computational capabilities could be optimized through ubiquitous computing. Through research analysis of the interaction of genetic mechanisms and ecological environment, we could potentially someday contribute to ecological genomics, which shall become one of the criteria evaluating the scientific, sociological, and aesthetic aspects of the environment (i.e. enzymatic responses between the proteins through sonification and its effect in the community). The methodology of designing electronic musical instruments as a medium of data representation and musical expression of the biological and genetic aspects of ecological genomics through sonification shall include and express the conceptual framework of somaesthetics, advocate the theoretical, empirical, and practical principles related to human body perception on ecology, instrumental performance, and presentation.

6. POTENTIAL TOPICS TO BE DISCUSSED

Biological significance of the environment shall reflect the knowledge of biophony phenomena with visceral connections to the data. Therefore, data visualization would be vital in the representation of biodata sonification; and these aspects shall be developed. In the consortium, methodology of biodata sonification through electronic musical instruments would be explored and discussed.

The concept of ubiquitous computing is introduced in machine learning model of data sonification and the methodology of refining ubiquitous computing in the application of biodata sonification could be discussed. What approaches shall be attempted in machine learning of ubiquitous computing for musical purposes? How shall we perform optimization in the algorithmic capabilities of the sonification system?

Besides, the project would consider the possibility of sonifying, comparing and analyzing different type of viruses, including SARS-CoV and other types of influenza viruses.

7. DEMO OF THE PROJECT

YouTube Link: https://youtu.be/wHHjV_uvobs
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